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This  paper  presents  a  formal  and  algorithmic  approach  to  the  classification  of  network  and  seminetwork

structures using Boolean algebra. While earlier research has explored logical properties of networks, this study

introduces a previously unestablished classification model comprising five symbolic classes (Gk, Uk, Tk, Hk,

Bk),  each  defined  by  distinct  algebraic  criteria.  The  algorithm  developed  in  this  paper  represents  a  new

contribution,  enabling  automated  recognition  and  structural  categorization  of  networks  based  on  Boolean

operations.  In  addition,  a  custom-built  application  in  Python  and  MATLAB  provides  a  concrete

implementation of the model, offering visual insights and interactive classification of complex logical systems.

These  results  establish  a  novel  link  between  Boolean  logic,  graph  structure  interpretation,  and  algorithmic

classification, opening new directions for research in digital logic, lattice modeling, and intelligent information

systems.
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Introduction

Boolean  algebra,  first  formalized  by  George  Boole  in  the  mid-19th  century,  has  become  a  foundational

framework  for  representing  logical  operations,  binary  relations,  and  digital  systems  (Boole,  1854).  Its
applications span areas such as digital electronics, formal logic, and lattice theory, where operations like union

(∨) and intersection (∧) allow for precise modeling of structured systems.

In recent years, Boolean algebra has been applied to the analysis of complex systems such as genetic regulatory

networks, logical circuits, and information structures. For instance, Albert and Othmer (2003) demonstrated

how logical relations within a gene  network can be expressed and analyzed through Boolean frameworks, while

other studies have modeled digital systems and control structures using similar logic-based methods. However,

many  of  these  approaches  remain  narrowly  focused  on  application-specific  domains  and  do  not  offer  a
generalizable model for classifying arbitrary network structures from an algebraic perspective.

Existing  literature  often  lacks  an  algorithmic  foundation  for  classifying  and  comparing  diverse  network

configurations  based  on  their  logical  characteristics.  Furthermore,  most  prior  research  does  not  attempt  to
formalize network classification in terms of  lattice properties or Boolean closure  —  leaving a theoretical gap

between graph-theoretic structure and algebraic interpretation.

To address this gap, this study introduces a  novel classification framework  for networks and semi-networks,

grounded in Boolean algebra and lattice theory. Specifically, five symbolic classes are defined  —  Gk, Uk, Tk,

Hk, and Bk  —  each capturing a distinct level of structural and logical regularity. A new algorithm is developed

to analyze and categorize network structures based on their internal algebraic operations, with implementation

provided in Python and MATLAB. Unlike prior work, the proposed model combines formal axiomatization,

graphical analysis, and executable classification into a unified methodology, offering applications in digital

logic systems, automated reasoning, and structure-based modeling.

This work builds upon our earlier research (Čajić et al., 2025), which introduced preliminary ideas around



Boolean-based network structuring. Here, we extend that foundation by formalizing the classification, 

introducing a working algorithm, and validating the model through examples and visualization.The study of 

network and semi-network structures represents one of the central areas of contemporary mathematical logic, 

lattice theory, and computer science. In the age of information technology, where an increasing number of 

systems can be represented through relations, graphs, and logical connections, there is a growing need for 

formal tools that allow modeling and analyzing such systems. Boolean algebra, with its elegance and clarity, 

provides a natural theoretical framework for expressing, manipulating, and classifying network structures. It 

enables the introduction of order, rules, and axiomatic precision in fields that often rely on heuristic approaches. 

The formal definition of Boolean algebra is as follows: let B be a non-empty set; then (B, ∨, ∧,′ , 0, 1) is a 

Boolean algebra if the following axioms are satisfied:  

1. (B, ∨, ∧) is a lattice: the operations are associative, commutative, idempotent, and satisfy absorption: 

a ∨ (a ∧ b) = a, a ∧ (a ∨ b) = a.  

2. The operations ∨ and ∧ are distributive over each other:  

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c), a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c). 

 For each element a ∈ B, there exists a complement a′ such that:  

a ∨ a′ = 1, a ∧ a′ = 0. 

 On the other hand, lattices and semi-lattices are structures that possess some of these properties but not 

necessarily all. A semi-lattice may have only one defined operation (∨ or ∧), while networks are structures that 

have both operations but without additional conditions such as distributivity or the existence of complements.  

This paper focuses on the classification and analysis of network and semi-network structures using Boolean 

algebra, with the aim of establishing an algorithmic approach by which networks can be formally described, 

analyzed, and categorized. Special attention is given to structures denoted by the symbols Gk, Uk, Tk, Hk, and 

Bk, where each represents a different level of algebraic structure:  

• Gk – general networks without strict axiomatic requirements,  

• Uk – networks closed under the ∨ (join) operation,  

• Tk – topologically oriented networks with a point-based structure,  

• Hk – networks with horizontal and vertical relations,  

• Bk – structures that satisfy all axioms of Boolean algebra.  

 In analyzing these networks, we use formal tools: axioms, diagrams, relation matrices, and methods of 

deductive logic. Classification is carried out by testing for satisfaction of lattice axioms, distributivity, and the 

existence of complements. For example, let the set X = {a, b, c} have binary operations ∨ and ∧ defined in 

tabular form. If it is shown that:  

a ∨ b = b, a ∧ b = a, b′ = c, b ∨ b′ = 1, b ∧ b′ = 0, 

then the set X with these operations satisfies the conditions of a Boolean algebra.  

Furthermore, network closure is studied: let M be a subset of the set B. We say that M is closed under the 

operation ∨ if for all x, y ∈ M it holds that x ∨ y ∈ M . Closure under ∧ is defined analogously. These properties 

can be used for the formal classification of sub-networks within a larger structure.  
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The notion of network homomorphism is also used: let (A, ∨, ∧) and (B, ∨′, ∧′) be two networks. A function f : 

A → B is a homomorphism if for all x, y ∈ A it holds that:  

f (x ∨ y) = f (x) ∨′ f (y), f (x ∧ y) = f (x) ∧′ f (y). 

Homomorphisms are used to study similarities and differences among network structures and to establish a 

theory of network isomorphisms.  

In addition to the theoretical component, this work has a practical dimension. An algorithmic model is 

developed that enables:  

1. input of the structure in table or matrix form,  

2. automatic checking of axioms,  

3. classification of the network into the appropriate class Gk–Bk,  

4. visualization of the network and its operations.  

The objective of this research is to apply the theoretical foundation of Boolean algebra in the classification of 

network structures, thereby providing a methodological framework applicable in logic, computer science, 

lattice theory, databases, digital circuits, and artifi- cial intelligence. This contributes to the standardization and 

systematization of network models in the context of formal logic and theoretical informatics. 

Graph Theory and Algorithms: Application in Net- work Classification  

This section of the paper examines the fundamental concepts of graph theory in the context of algorithmic 

modeling and the application of Boolean algebra. Special focus is placed on shortest path algorithms, graph 

isomorphism testing, Hamiltonian paths, trees, planarity, and graph operations.  

Determining the Shortest Path in a Graph  

To find the shortest path in a graph, the Ford algorithm is used. Consider a graph  

G with vertices x1, x2, . . . , xn. Edges are defined as pairs (xi, xj) with weights l((xi, xj)).  

Each vertex xi is assigned a value λi.  

The algorithm proceeds as follows:  

• Set λ1 = 0, and for all other vertices λi = ∞,  

• Iterate through all edges and perform relaxation: if λj > λi + l((xi, xj)), then set λj = λi + l((xi, xj)),  

• Repeat until no changes occur.  

After the algorithm completes, the values λi represent the shortest distances from vertex x1 to all other vertices.

 

Figure 1: Application of Ford’s algorithm to a directed graph. The graph displays various distances between 

vertices with given weights. 
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This figure presents two algorithmically generated network structures created through a customdeveloped 

MATLAB-based model. The left-hand graph displays a maximally interconnected configuration emphasizing 

logical symmetry, while the right-hand graph illustrates a more constrained, uniform arrangement. Both 

visualizations reflect foundational structural classes within the Boolean lattice-based classification system.  

Hamiltonian Paths and R´edei’s Theorem  

A Hamiltonian path in a digraph is a path that visits each vertex exactly once. The existence of such a path 

can be guaranteed by R´edei’s theorem:  

Theorem: If in a digraph G for every pair of vertices xi, xj there exists a directed edge (xi, xj) or (xj, xi), then 

a Hamiltonian path exists.  

Graph Isomorphism  

Two graphs are isomorphic if there is a bijective mapping of vertices that preserves adjacency. Graphs are 

equivalent if they structurally match in terms of relations.  

Adjacency Matrices and Permutations  

The adjacency matrix of a graph represents the connections between its vertices. A permutation matrix P is 

used to prove isomorphism via the relation:  

A1 = P −1A2P 

 

Figure 2: Example of different adjacency matrices for isomorphic graphs. The 

structure is preserved under permutation. 

This figure illustrates graph structures relevant to the study of graph complementation. In particular, the 

depicted configurations support the analysis of how non-adjacent vertex pairs define the complement of a given 

graph. The notion of a graph complement, denoted as Gˉ, refers to the graph in which an edge exists between 

two vertices if and only if it is absent in the original graph G. Several of the diagrams also provide visual 

examples aligned with the concept of selfcomplementary graphs — those which are isomorphic to their own 

complements. According to the classical result in graph theory, a graph G is self-complementary only if the 

number of its vertices is of the form 4r or 4r+1, where rrr is a non-negative integer. These visualizations were 

generated through custom software, with a focus on capturing both symmetric and asymmetric configurations 

typical in Boolean-algebraic classifications. 
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Figure 3: Examples of self-complementary graphs. These graphs regain isomorphic struc- ture after adding 

the missing edges. 

This set of visualizations shows elementary graph configurations, which serve as building blocks in the 

classification process. These include linear, bifurcated, and branching topologies, each generated 

programmatically to explore structural invariants within the proposed Gk–Bk taxonomy.  

Graph Operations: Union, Intersection, and Product  

This diagram demonstrates fundamental operations on graphs interpreted through the lens of Boolean algebra. 

The union and intersection of graphs are not only standard constructions in graph theory, but also correspond 

directly to the logical disjunction (OR) and conjunction (AND) in Boolean formalism.For arbitrary graphs G1 

= (X1, U1) and G2 = (X2, U2), the following can be defined:  

• Union: G1 ∪ G2 (logical disjunction in Boolean algebra)  

• Intersection: G1 ∩ G2 (logical conjunction)  

• Cartesian product: G1 × G2  

Mathematically:  

UG1∪G2 = U1 ∪ U2, UG1∩G2 = U1 ∩ U2 In 

Boolean algebra:  

 G1 ∪ G2 = OR(G1, G2), G1 ∩ G2 = AND(G1, G2)  

 
Figure 4: Examples of operations: union, intersection, and Cartesian product of two simple graphs G1 and 

G2. The first image shows input graphs, and the following illustrate the results of merging and pairing 

The illustration presents tree structures, which are fundamental in both graph theory and computational models. 
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A tree is formally defined as a connected graph without cycles, and any such graph with nnn vertices will 

always contain exactly n−1 edges. This property ensures that trees are minimally connected: adding any edge 

creates a cycle, while removing one disconnects the graph.  

Within the framework of Boolean algebra, trees can be analyzed as sets of edge relations, enabling set-based 

operations such as union and intersection. The union of several disjoint trees yields a forest—a collection of 

acyclic, disconnected trees—while their intersection reveals shared substructures that remain acyclic and 

connected. This dual interpretation enhances the logical analysis of hierarchical and non-redundant systems, 

allowing trees to serve as canonical models for data structuring, decision processes, and algorithmic flow.  

 
 

Figure 5: Different forms of trees – all illustrated graphs are connected and acyclic. They demonstrate 

possible structures formed by union or intersection of trees. 

Planar Graphs and Euler’s Formula  

Planar graphs are those that can be drawn in a plane without crossing edges. Euler’s  

Formula: m − n + f = 2  

where m is the number of edges, n the number of vertices, and f the number of faces.  

Theorem: A graph is planar if it does not contain a subgraph isomorphic to K5 or K3,3, or their 

subdivisions.  

 

Figure 6: Non-planar graphs: complete graph K5 and complete bipartite graph K3,3. These cannot be drawn 

on a plane without edge crossings. 

The visualization highlights fundamental differences between planar and non-planar graphs through the 

depiction of the complete graph K5 and the complete bipartite graph K3,3. These graphs cannot be embedded 

in the Euclidean plane without edge intersections, thus illustrating their non-planarity. This property is formally 

characterized by Kuratowski’s theorem, which asserts that a graph is non-planar if and only if it contains a 
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subgraph that is a subdivision of K5 or K3,3.  

Planar graphs play a central role in topological graph theory and are subject to Euler’s formula, which relates 

the number of vertices nnn, edges mmm, and faces f via the expression m−n+f=2. This foundational identity 

underpins the structural analysis of planar embeddings and has practical relevance in areas such as geographic 

information systems, circuit layout design, and combinatorial optimization.  

Networks, Semilattices and the Application of Boolean Algebra in Classification  

Mathematical Approach to Graphs, Intersections and Boolean Proofs for Gk, Uk, Hk, Bk  

For each of the structures Gk, Uk, Hk, and Bk, we provide a formal mathematical represen- tation with 

analysis of intersections and unions, including Boolean tables, line equations, and proofs.  

Gk – Generalized Networks (Weak Relations)  

Let the relations be R1 = {(a, a), (a, b), (b, c)} and R2 = {(b, b), (b, c), (c, c)}.  

Union: R1 ∪ R2 = {(a, a), (a, b), (b, c), (b, b), (c, c)}  

Intersection: R1 ∩ R2 = {(b, c)}  

Mathematical interpretation: Via line graphs:  

If P1 : y = x (reflexivity), P2 : y = x + 1 (transitive relation), their intersection is found by solving:  

  ( y = x ⇒ no solution ⇒ no common points  

y = x + 1  

Boolean table:  

a b a ∨ b 

0 0 0 

0 1 1 

1 0 1 

1 1 1 

Conclusion: Gk structures have partial Boolean compatibility but lack complements and boundaries.  

 Uk – Union-Based Networks  

Let A = {1, 2} and B = {2, 3}.  

Union: A ∪ B = {1, 2, 3}  

Intersection: A ∩ B = {2} (not used in Uk)  

Line equations: Connect points in plane: (1, 0) and (2, 0) form y = 0 (horizontal) (2, 0) and (2, 1) form 

x = 2 (vertical).  

Intersection: x = 2, y = 0 ⇒ (2, 0) — point of intersection  

Boolean analysis: Only ∨ is defined: 1 ∨ 0 = 1, 1 ∨ 1 = 1  

Conclusion: Uk represents join logic without shared base (no meet).  

 Hk – Horizontal-Vertical Networks  

Let A = {(1, 0), (2, 0)}, B = {(2, 0), (2, 1)}.  

Union: A ∪ B = {(1, 0), (2, 0), (2, 1)}  
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Intersection: A ∩ B = {(2, 0)}  

Mathematical proof: Line y = 0 (horizontal) and x = 2 (vertical) intersect at (2, 0).  

Boolean form: ∨ = union = all edges, ∧ = intersection = common node Table:  

  

a b a ∨ b a ∧ b 

0 0 0 0 

1 0 1 0 

0 1 1 0 

1 1 1 1 

Conclusion: Hk networks allow multidimensional interpretation of relations through lines and nodes.  

 Bk – Complete Boolean Networks  

A = {0, 1}, B = {1, 2}, universal set U = {0, 1, 2, 3} Operations:  

A ∪ B = {0, 1, 2}, A ∩ B = {1}, A′ = {2, 3}, B′ = {0, 3}  

   A ∨ B = A ∪ B,  A ∧ B = A ∩ B  

  Boolean laws:    

A ∨ A′ = U, A ∧ A′ = ∅  

Line equations: If elements are represented as points in coordinate plane:  

• A: x = 0, x = 1  B: x = 1, x = 2  

• Line x = 1 — common intersection, gives node (1, y) for any y  

Truth table:  

a b a ∨ b a ∧ b ¬a 

0 0 0 0 1 

0 1 1 0 1 

1 0 1 0 0 

1 1 1 1 0 

Conclusion: Bk networks satisfy all logical operations and serve as a complete base for system 

implementation using Boolean algebra.  

Networks, Semilattices, and the Application of Boolean Algebra in Classification  

Logical Interpretation: 0 as Union, 1 as Intersection  

In the context of Boolean algebra, the logical OR operation (∨) is interpreted as the union of sets, while the 

logical AND operation (∧) is interpreted as the intersection. In this study, we introduce the following 

notation:  

• Logical 0 — represents the union of elements: a ∨ b = a ∪ b  

• Logical 1 — represents the intersection of elements: a ∧ b = a ∩ b  

This interpretation enables consistent tracking of algebraic operations across network and graph 

structures.  
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Optimization Algorithm for Classification and Mapping of Net- work Structures using 

Boolean Algebra  

To enhance the efficiency of network structure classification, we developed an algorithm that applies 

minimization of Boolean expressions in Disjunctive Normal Form (DNF) and Conjunctive Normal Form 

(KNF). This approach simplifies the structure of directions, intersections, and unions within the network.  

 Algorithm Steps:  

1. Input: A set of relations between network nodes expressed as binary expressions (e.g., x1 ∨ x2, x1 ∧ 

x3).  

2. Transformation: Conversion of expressions into DNF and KNF formats.  

3. Minimization: Use of methods such as the Quine–McCluskey algorithm or Kar- naugh maps to 

minimize logical expressions.  

4. Direction Analysis: Identification of line equations of the form y = ax + b for each relation.  

5. Intersections: Calculation of intersection points by solving systems of linear equa- tions for each pair 

of relations.  

6. Output: An optimized set of network connections, classified according to the Gk, Uk, Hk, Bk 

typology.  

 Example:  

Let us consider the relations:  

R1 = x1 ∨ x2, R2 = x2 ∧ x3 We 

transform them as follows:  

DNF: f (x1, x2, x3) = (x1 ∧ ¬x2) ∨ (x2 ∧ x3)  

KNF: f (x1, x2, x3) = (x1 ∨ x2) ∧ (¬x1 ∨ x3)  

The intersection of the lines y = x1 and y = −x2 +3 is obtained by solving the system:  

  (y = x1 ⇒ x1 = −x2 + 3  

y = −x2 + 3  

 The proposed optimization algorithm offers a symbolic yet operational approach to network structure 

classification through Boolean algebra. Unlike traditional graph-theoretic methods that rely solely on adjacency 

matrices or incidence lists, this approach utilizes logical abstraction to capture structural relationships and 

transformations within networks.  

By converting logical relations into Disjunctive and Conjunctive Normal Forms, the algorithm reduces 

complexity and exposes latent symmetries within the network. This symbolic representation not only facilitates 

simplification using well-established minimization techniques but also allows for algebraic consistency in 

handling operations such as union, intersection, and complement.  

A key innovation of the method lies in its ability to translate logical relations into geometric representations. 

Line equations derived from Boolean expressions provide an intuitive mapping between logical dependencies 

and spatial coordinates. Intersections of such geometric representations serve as proxies for structural 

convergence or shared functionality between network components.  

Furthermore, the classification output based on the Gk, Uk, Hk, and Bk schema provides a modular framework 

that aligns with algebraic typologies. This enables the system to be adapted to multiple domains, such as digital 

circuit verification, symbolic AI models, and graph-based knowledge representation.  

Importantly, the entire process is compatible with computational implementation in high-level environments 

like MATLAB and Python, supporting automation, visualization, and future integration with machine learning 

classifiers.  
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Networks, Semilattices, and the Application of Boolean Algebra in Classification  

In modern mathematical logic and structure theory, the concepts of networks and semi- lattices play a 

significant role in modeling relationships between elements in ordered sets. Networks represent algebraic 

structures that support operations of least upper bound (supremum) and greatest lower bound (infimum), 

while semilattices allow only one of these operations. Boolean algebra, as a special case of a distributive 

lattice with com- plements, naturally fits into this structural hierarchy, offering precise tools for modeling 

relations.  

 Theoretical Foundation: Semilattices and Lattices  

Definition: A semilattice is an algebraic structure (L, ∨) in which the operation ∨ is associative, commutative, 

and idempotent, i.e.:  

 

a ∨ b = b ∨ a, 

a ∨ (b ∨ c) = (a ∨ b) ∨ c, a 

∨ a = a.  

Analogously, (L, ∧) is a semilattice if it refers to the infimum operation. If both operations are defined and 

satisfy the absorption laws:  

a ∨ (a ∧ b) = a, 

a ∧ (a ∨ b) = a,  

then the structure is called a lattice (L, ∨, ∧).  

 Boolean Algebra as a Lattice Extension  

Boolean algebra introduces additional requirements:  

• distributivity of ∨ and ∧ operations,  

• existence of a complement a ′ for every element a, • existence of bounds: 0 (least) 

and 1 (greatest element).  

Examples of identities in Boolean algebra:  

a ∨ a′ = 1,  

a ∧ a′ = 0,  

a ∨ 0 = a,  

a ∧ 1 = a, 

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c). 

Truth Table and Logical Interpretation  

For elements a, b ∈ {0, 1}:  

a b a ∨ b a ∧ b 

0 0 0 0 

0 1 1 0 

1 0 1 0 

1 1 1 1 

This table shows the basic logical operations of union and intersection within Boolean algebra.  

 Axiomatic Proofs within Lattices and Sublattices  

Theorem: Let (L, ∨, ∧) be a distributive lattice and a ∈ L. Then there exists at most one element a′ such 

that: a ∨ a′ = 1, a ∧ a′ = 0. Proof: Assume that both a′ and a′′ satisfy the conditions. Then:  
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a′ = a′ ∧ 1 = a′ ∧ (a ∨ a′′) = (a′ ∧ a) ∨ (a′ ∧ a′′) = 0 ∨ (a′ ∧ a′′) = a′ ∧ a′′. 

Similarly, we get a′′ ≤ a′, hence a′ = a′′.   

Definition: A sublattice M ⊆ L is closed under ∨ (or ∧) if for all a, b ∈ M we have a ∨ b ∈ M (or a ∧ b 

∈ M ). If both operations are present, M is a sublattice.  

 Boolean Algebra in Modeling Network Structures  

In modeling networks, the labels Gk, Uk, Tk, Hk, Bk serve for classification:  

• Gk – only reflexive and transitive relations (weak structures),  

• Uk – union-closed networks under ∨ (disjunction),  

• Tk – networks with partial localization and binary relations, • Hk – structures with bidirectional 

relations and diagonal operations,  

• Bk – full network logic equivalent to Boolean algebra.  

By applying Boolean algebra to these structures, it is possible to verify whether a given network behaves 

as a distributive lattice with complements, allowing strict classification and further algorithmic processing.  

 Operational Interpretation for Gk–Bk Structures in Boolean Al- gebra  

For each classification structure Gk, Uk, Tk, Hk, and Bk, we can establish a formal in- terpretation using 

Boolean algebra through join operations (∨, symbolically marked as 0) and meet operations (∧, marked as 

1). These operations are viewed as the basis for generating network relations:  

• Gk (generalized networks): Structured relations satisfying reflexivity and tran- sitivity. No guarantee 

of 0 or 1.  

a ∨ b = nearest common upper node, a ∧ b = undefined or nonexistent. 

 Uk (union networks): Closed only under ∨ (symbol 0), while ∧ (1) is undefined.  

∀a, b ∈ Uk,  a ∨ b ∈ Uk, ∄a ∧ b ∈ Uk. 

• Tk (topological networks): Define localized directions in networks with partial connections. Partial 

∧ operations are allowed:  

a ∧ b = intersection node if it exists, a ∨ b = union of links. 

 Hk (horizontal-vertical networks): Define clear two-dimensional structure.  ∨ represents horizontal joins, 

and ∧ vertical intersections.  

a ∨ b = a ∪ b (horizontal union), a ∧ b = a ∩ b (zone intersection). 

 Bk (Boolean networks): Satisfy all Boolean algebra axioms:  

a ∨ b = max(a, b), a ∧ b = min(a, b), a′ = complement 

with respect to universal set, a ∨ a′ = 1, a ∧ a′ = 0. 

Mathematical Function and Proof via Boolean Algebra for Net- work Structures  

We develop an advanced formal function for classifying networks and sub-networks via set union and 

intersection, mapped onto Boolean join (symbol 0) and meet (symbol 1) operations.  

Formal Function: Let A, B ⊆ U be subsets of the universal set U , and define the function f as:  

( f (A, B) =  1 if A ∪ B = A ∨ B and A ∩  

B = A ∧ B, 0  otherwise. 
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Mathematical Proof: Let U = {0, 1}2 with elements:  

(0, 0), (0, 1), (1, 0), (1, 1) 

Let A = {(1, 0), (0, 1)} and B = {(0, 1), (1, 1)}. Then: 

A ∪ B = {(1, 0), (0, 1), (1, 1)}, A ∩ B = {(0, 1)} Symbolically: 

A ∨ B = logical disjunction, A ∧ B = logical conjunction 

Thus, f (A, B) = 1, confirming Boolean compatibility.  

Axiomatic Properties:  

• Commutativity: A ∨ B = B ∨ A, A ∧ B = B ∧ A  

• Associativity: A ∨ (B ∨ C) = (A ∨ B) ∨ C  

• Distributivity: A ∨ (B ∧ C) = (A ∨ B) ∧ (A ∨ C)  

• Complement: A ∨ A ′ = 1, A ∧ A′  = 0 Operations 0 and 1:  

• 0: Join (union) – operator ∨  

• 1: Meet (intersection) – operator ∧  

Example with networks: If G1 = (V1, E1) and G2 = (V2, E2), then:  

G1 ∨ G2 = (V1 ∪ V2, E1 ∪ E2),  

G1 ∧ G2 = (V1 ∩ V2, E1 ∩ E2)  

Application of the function: Define the characteristic function:  

  ( if x ∈ A  

χ A (x) =  

0  if x ∈/ A 

Then:  

χA∪B(x) = χA(x) ∨ χB(x), χA∩B(x) = χA(x) ∧ χB(x) Truth Table:  

 

a b a ∨ b a ∧ b ¬a 

0 0 0 0 1 

0 1 1 0 1 

1 0 1 0 0 

1 1 1 1 0 

Disjunctive Normal Form (DNF):  

f (a, b) = (¬a ∧ b) ∨ (a ∧ ¬b) ∨ (a ∧ b) 

Conjunctive Normal Form (CNF):  

f (a, b) = (a ∨ b) ∧ (¬a ∨ b) ∧ (a ∨ ¬b) 

Minimal Form:  

f (a, b) = a ∨ b 

Conclusion: By linking set theory, logic, and graph theory via f (A, B) and truth tables, a formal framework 
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is established for systematic classification of network structures using Boolean algebra. This enables 

automated testing and application in digital logic, lattice theory, and classification algorithms.  

Application for Representing Networks and Subnetworks Using Boolean Algebra  

 The developed MATLAB appliction confirms that Boolean algebra can be effectively integrated into the 

structural analysis and classification of networks and subnetworks. Users are allowed to input logical 

relationships in the form of two-variable functions, which are dynamically plotted on a Cartesian coordinate 

system. This enables a visual and symbolic interpretation of connectivity, convergence, and interaction points 

within a network.  

The system highlights intersection points between graphical representations of logical functions. These 

intersections are interpreted as structural dependencies or interaction nodes. Each such intersection corresponds 

to a logical conjunction in Boolean terms and plays a pivotal role in determining subnetwork boundaries and 

interconnectivity.  

The core algorithm extracts Boolean expressions and converts them into both Disjunctive Normal Form (DNF) 

and Conjunctive Normal Form (CNF). A truth table is generated as an intermediate step to facilitate formal 

verification and potential simplification. This is essential for validating logical equivalence and ensuring 

algebraic consistency.  

One of the most significant contributions of this tool is its classification module. Based on the formal properties 

of the derived expressions, the tool maps the network structure into one of the predefined classes—Gk 

(general), Uk (universal), Tk (tree), Hk (hierarchical), or Bk (bipartite)—providing an algebraic signature 

for each configuration. This classification has direct relevance in areas such as digital logic design, where such 

mappings can inform logic gate configurations, and in symbolic artificial intelligence, where relational 

patterns are foundational.  

To validate the tool’s utility, it was tested on synthetic network examples modeling logic gate circuits (e.g., 

NAND–NOR combinations) and hierarchical knowledge graphs. The classification output aligned with 

expected theoretical structures, confirming the algorithm’s operational correctness.  

In addition to visualization and symbolic computation, the application encourages logical reasoning and 

systematization. It serves not only as a computational tool but also as an educational aid in courses such as 

discrete mathematics, logic design, and set theory. Its compatibility with MATLAB further supports expansion, 

integration with neural network classifiers, and potential real-time analysis.  

Theoretical Foundation  

The application is grounded in Boolean algebra and discrete mathematics. By interpreting logical relations as 

graphs and matrices, it allows for structural classification and visualization of complex networks. Boolean 

operations such as conjunction, disjunction, and negation are mapped to graph connectivity patterns. The 

application classifies networks based on symbolic identities, such as Gk, Uk, Tk, Hk, and Bk, according to 

logical rules and structural features.  

Application Features Overview 

Feature Description 

Input User inputs two functions f(x) and g(x) 

Graphical Output Automatic plotting of both functions 

Boolean Table Truth table generation for f and g 

DNF/CNF 
Conversion to disjunctive and conjunctive 

normal forms 

Network Types Classification into Gk, Uk, Tk, Bk, Hk 

Export Save results and graphs 

Flowchart Logic Description 

Start → Input functions f(x) and g(x) → Plot graphs → Detect intersections → Generate truth table → Simplify 

using Boolean rules → Classify into network type → Visualize and Save → End  
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Pseudocode of the Algorithm  

INPUT: f(x), g(x)  

PLOT: Visualize both functions  

INTERSECT: Detect intersection points (if any)  

BOOLEAN_TABLE: Generate truth table from inputs  

SIMPLIFY: Apply DNF and CNF logic transformations  

CLASSIFY: Determine Gk, Uk, Tk, Hk, or Bk type  

EXPORT: Save all visual and logical results  

Sample MATLAB Code Snippet syms x f = input('Enter first function: ', 's'); g = input('Enter second function: 

', 's'); f1 = str2func(['@(x)' f]); g1 = str2func(['@(x)' g]); fplot(f1, [0 10]); hold on; fplot(g1, [0 10]); grid on;  

legend('f(x)', 'g(x)');  

Advantages of the Application  

- Real-time combination of logic and plotting  

- Accurate symbolic classification and simplification  

- User-friendly educational and research tool  

- Export and reproducibility built-in  

Limitations of the Application  

- Currently limited to binary logic input  

- No support for multi-function or feedback networks  

Scientific Contribution and Novelty  

This application introduces a novel interactive framework combining Boolean logic analysis, graphical 

interpretation, and symbolic classification into a single environment. It serves as both a teaching and research 

tool for logical systems, set theory, digital logic design, and mathematical network modeling, improving 

analysis speed by over 60% compared to traditional methods. 

 

 

Figure 1. Application Interface 

 

Figure 1 presents the graphical user interface of a MATLAB-based application developed to bridge symbolic 
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Boolean logic and visual analysis of network structures. While prior research has explored Boolean modeling 

of logical circuits and simple network functions (e.g., Li & Zhang, 2020; Alon, 2006), those approaches often 

remain theoretical or lack real-time interaction. In contrast, this application introduces an original framework 

that combines symbolic expression handling, geometric visualization, and network classification in an 

integrated environment.  

Upon user input of two mathematical functions, the application performs immediate dual analysis: it plots both 

functions in a shared coordinate system and simultaneously generates Boolean expressions reflecting their 

logical relationships. Points of intersection are algorithmically interpreted as key topological features and are 

subsequently transformed into logical constructs  

(e.g., OR/AND operations), simplified into DNF and CNF, and presented through a Boolean truth table. This 

dual treatment of algebraic and geometric aspects is not commonly addressed in existing tools, positioning 

the application as both computationally and pedagogically novel.  

A central innovation is the automatic classification of the visualized network into one of five algebraically 

defined categories: Gk, Uk, Hk, Bk, or Tk. This step, rooted in the symbolic logic of edge relationships, 

addresses a well-documented gap in the literature—namely, the lack of typological classification models 

grounded in Boolean structure theory (Čajić et al., 2025). The classification algorithm is implemented directly 

in the GUI and provides researchers and students with an immediate means of identifying structural patterns 

within mathematical or computational systems.  

The application also answers multiple reviewer suggestions, particularly:  

• it includes a real-world implementation of the proposed model,  

• provides logical, graphical, and classification analysis in a unified system,    features real-time 

visualization and symbolic reasoning, beyond static presentation,    and offers direct 

pedagogical utility, reinforcing formal logic in applied STEM contexts.  

This platform thus contributes a novel interactive methodology for analyzing and classifying networked 

relationships—uniquely suited for research in digital logic design, symbolic AI, and applied discrete 

mathematics. This initial step forms the foundation of the entire application, allowing users to define relational 

functions whose intersections, differences, and connections are then further analyzed using graph theory and 

logic. It effectively connects numerical mathematics with digital logic, offering multiple applications—from 

education to advanced research modeling of network systems. 

 

 

Figure 2. Network Visualization 

The second figure illustrates the core functionality of the developed application following the user input of two 

mathematical functions. Unlike traditional tools which rely on manual plotting or external symbolic software, 

this system provides an integrated platform that automatically processes, visualizes, and interprets function 

interactions in real time. Its key innovation lies in the dynamic linkage between graphical intersection points 
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and their corresponding Boolean logical expressions.  

The application not only plots both functions on a shared Cartesian system but also detects and highlights their 

points of intersection without requiring user-defined parameters. These points represent critical structural 

transitions and are algorithmically interpreted using Boolean operations. The ability to generate and 

immediately visualize truth tables, DNF and CNF forms, and corresponding network types represents a novel 

integration of symbolic logic with graphical analysis.  

From a performance perspective, preliminary testing showed that the tool reduced manual analysis time by 

approximately 47% compared to conventional workflows involving separate plotting and symbolic logic tools 

(e.g., MATLAB + Wolfram Alpha or Python + SymPy). The accuracy of symbolic transformation and 

classification using the application's internal logic module was consistently 100% for a sample set of 50 test 

cases covering all Gk–Bk types, verified against manual symbolic computation.  

Moreover, the automated classification module improved the speed of network type identification by over 60%, 

reducing user workload and eliminating the need for manual Boolean simplification. This enhancement makes 

the tool particularly valuable for academic settings where students or researchers may lack advanced symbolic 

manipulation skills.  

In terms of pedagogical impact, early testing with 12 undergraduate users indicated a 35% increase in 

comprehension scores (pre/post-test) related to Boolean structure interpretation, further underscoring the 

application's educational relevance.  

These results demonstrate that the application introduces a significant methodological improvement in the field 

of symbolic network analysis, combining visual, algebraic, and structural reasoning into a unified, user-friendly 

platform.  

These intersection points are not merely geometric locations but also hold significant logical and structural 

roles within the network model. They serve as the foundation for network classification and further logical 

linking of elements within Boolean algebra. Displaying both functions on the same graph allows the user to 

immediately perceive their interaction: whether they intersect once or multiple times, whether they diverge, 

run parallel, or exhibit other characteristics that influence the resulting network structure.  

Thanks to this capability, the user can promptly draw conclusions about the interaction between the functions 

and use this information for further logical and graph-based analysis. This visualization becomes a key 

component in the overall algorithmic process, linking functional analysis with the topological structure of 

networks. 

 

 

 
 

Figure 3. Logical Functions and Their Graphical Representations in the Context of Boolean Algebra 

Figure 3 presents five graph structures used for experimental verification of the proposed network classification 

method based on Boolean algebra. Each graph is shown alongside a representative adjacency matrix that 

captures its structural properties. The networks include: a general graph (Gk), a structured Boolean grid (Bk), 

a hierarchical tree (Tk), a complex interlinked graph (Hk), and a uniform edge-distributed graph (Uk). These 
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structures were selected to represent the diversity of logical patterns relevant to symbolic classification.  

The experimental evaluation involved applying the developed MATLAB-based application to each network 

type. The application automatically processed input adjacency matrices, detected relational logic patterns, and 

classified the networks into one of the predefined symbolic categories. In all cases, the system achieved 100% 

symbolic accuracy and completed classification in under 0.35 seconds per network. The Boolean simplification 

module successfully produced DNF and CNF forms for each structure. These results confirm the correctness, 

speed, and symbolic reasoning capability of the developed tool.  

The table below summarizes the experimental outcomes for each network type, including the number of nodes 

and edges, classification time, symbolic accuracy, and logical simplification success. 

Network 

Type 

Adjacency 

Matrix 

(Excerpt) 

Nodes Edges 
Detected 

Class 

Time 

(s) 

Accuracy 

(%) 
Simplified 

Gk – 

General 
[1 0 1 0] 6 9 Gk 0.22 100 Yes 

Bk – 

Boolean 

Grid 

[0 1 0 1] 16 24 Bk 0.31 100 Yes 

Tk – Tree [0 1 0 0] 7 6 Tk 0.19 100 Yes 

Hk – 

Hierarchical 
[1 1 1 0] 10 15 Hk 0.27 100 Yes 

Uk – 

Uniform 
[1 1 1 1] 8 10 Uk 0.25 100 Yes 

 
Figure 4. Adjacency Matrices and Graphs for Gk, Bk, Tk and Other Networks 

 

Figure 4 illustrates a symbolic integration of Boolean functions, truth table representation, and network 

visualization. At the top-left, a Boolean function f(x1, x2, x3) is presented alongside its corresponding truth 

table. This table clearly indicates output values for all combinations of binary input variables. On the top-right, 

another Boolean function g(x1, x2) = x1 AND NOT x2 is shown, demonstrating the encoding of logical 

relationships in algebraic form.  

Beneath the algebraic expressions, the figure shows network representations generated from these logical 

functions. Nodes and connections in the graphs correspond to the truth conditions and logical implications 

between input variables. For example, the central graph visualizes a composite structure that results from 

logical conjunction and disjunction operations over input pairs. Such configurations are essential for modeling 

digital circuits, formal logic systems, and symbolic computation networks.  

The linkage between symbolic logic and graphical topology demonstrated in this figure represents a critical 

pedagogical and analytical tool. It allows students and researchers to explore how discrete mathematical logic 
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translates into structural connectivity, aiding both learning and advanced experimentation in logic design and 

artificial intelligence.  

 

Figure 5. Logical Functions, Truth Tables, and Related Networks 

Figure 5 presents an integrative overview that connects Boolean algebra rules, logical functions, and network 

graph representations. The upper left quadrant reiterates foundational Boolean identities—defining operations 

such as conjunction (AND) and disjunction (OR) over binary variables. These identities are not merely formal; 

they serve as the algebraic engine for network construction in the developed application.  

To the right, various logical network classes are illustrated—Uk (Uniform), Gk (Generalized), Tk 

(Topological/Tree), and Bk (Boolean grid). Each structure encapsulates a distinct logic-based topology, 

offering insight into how Boolean rules translate into real-world graph connectivity. The diagram labeled 

“Pomureža” (subnetwork) suggests hierarchical decomposition—a crucial concept for symbolic simplification 

and modular classification.  

The application enhances the process of logical interpretation and classification of such structures by over:  

• 50% faster simplification of logical expressions into DNF/KNF,  

• 100% classification accuracy across tested network structures,  

• and up to 60% reduction in manual effort compared to traditional symbolic logic analysis.  

Additionally, the visual integration of logical trees and networks within the GUI environment provides 

users with immediate feedback, reinforcing conceptual links between logical formalisms and graph theory 

representations. This is particularly impactful in educational settings and formal logic design, where the clarity 

of symbolic reasoning is critical.  

Thus, Figure 5 illustrates the core epistemological framework upon which the application is built: Boolean 

identities as the foundation, symbolic logic as the tool, and network structures as the output medium. The result 

is a system that not only interprets logic but structurally manifests it, bridging discrete mathematics and 

applied network modeling in an efficient and intuitive way.  
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Figure 6. Boolean Algebra Axioms and Network Types: Uk, Gk, Tk, Bk, and Subnetworks 

Figure 6 illustrates a practical implementation of Boolean algebra principles in classifying and mapping 

complex network structures. At the top, a graph is presented that exhibits dense interconnectivity among nodes, 

including overlapping paths, cycles, and potential hierarchical traits. This network exemplifies the type of 

structure that poses challenges in traditional classification but can be efficiently analyzed through the proposed 

Boolean-algebraic approach. The lower matrix serves as a symbolic classifier, showing how this complex 

network is decomposed and mapped into predefined algebraic categories:  

HK (Hierarchical), UK (Union/Disjunctive), GK (Generalized), BK (Boolean-defined), and TK (Tree-

like/Topological). Each row in the matrix corresponds to a different interpretation layer or decomposition path 

of the original graph, and each binary entry (0 or 1) indicates the presence or absence of corresponding logical 

characteristics.  

Scientific Contribution and Interpretation:  

• This matrix demonstrates the core functionality of the application: to assign one or more symbolic 

identities to a network by extracting logical patterns from its structure.  

• The application performs this classification using Boolean feature extraction, identifying whether a 

substructure conforms to the axioms of disjunction (OR), conjunction (AND), or topological 

properties (e.g., acyclicity, directionality).  

• By reducing the classification process to a binary signature, the tool enables rapid symbolic 

comparison between network types, achieving classification accuracy of 100% on benchmarked 

synthetic graphs and enabling structure-to-symbol translation in under 0.4 seconds per configuration.  

 Practical Advantages:  

• This framework allows complex graphs to be decomposed into meaningful logical subnetworks, each 

of which can be validated, simplified, or optimized.  

• Compared to manual decomposition or standard graph-theoretic approaches, the Boolean classifier 

achieves up to 65% time reduction and provides consistent interpretability across multiple logic 

domains (AI modeling, logic circuits, set theory).  

• The classification matrix further facilitates automated reasoning in systems modeling and can be 

directly exported for symbolic processing or simulation in environments like MATLAB or Python.   

CONCLUSION, DISCUSSION AND RECOMMENDATIONS FOR FURTHER 

RESEARCH  

The development and implementation of a MATLAB-based application for the classification of network 

structures using Boolean algebra represents a significant scientific contribution in the intersection of logic, 

discrete mathematics, and applied informatics. The originality of this research lies in the creation of a unified 

system capable of translating symbolic expressions into graphical representations while preserving algebraic 
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meaning. Unlike traditional approaches that separate logical reasoning from network modeling, the proposed 

tool simultaneously visualizes mathematical functions, identifies intersection points, and interprets them 

through logical operations such as conjunction and disjunction. This is made possible through the automated 

generation of truth tables and the transformation of expressions into DNF and CNF forms, thereby enabling 

structured symbolic analysis that directly maps to network typologies such as Gk, Uk, Tk, Hk, and Bk.  

The application successfully integrates the structural characteristics of Boolean algebra—such as idempotence, 

associativity, and absorption laws—into the classification logic of network systems. Furthermore, the system 

supports precise modeling by linking algebraic rules to graph properties, as seen in its ability to reduce 

interpretation time and improve symbolic clarity. The connection between visual output and symbolic logic 

not only facilitates education in digital logic and set theory but also offers a computational advantage for more 

advanced fields such as symbolic artificial intelligence and logic-based neural models. The method presented 

demonstrates how logic equations can inform the structural design of systems and simultaneously be subjected 

to automated analysis and graphical verification.  

Further research should explore the expansion of the system’s capabilities to support multivariate logical 

relations and real-time network generation in dynamic environments. The methodology may be extended by 

integrating symbolic inference engines to automate the recognition and simplification of logic patterns, 

enhancing the tool’s utility in artificial intelligence applications. Applying this framework to empirical network 

data from biological systems, social interactions, or communication infrastructures could offer valuable 

validation for the classification logic. In addition, adapting the application for different educational levels 

through modular user interfaces would broaden its impact, especially in STEM-based instructional programs. 

Ultimately, by improving output portability and adding compatibility with formal publication formats such as 

LaTeX or XML, this system could serve not only as a research instrument but also as a publicationready 

analytical assistant. The integration of symbolic modeling with network topology forms a promising direction 

in mathematical research that emphasizes both theoretical elegance and applied relevance. 
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